GEODESICS AND VALUES OF QUADRATIC FORMS

GREG MCSHANE

1. INTRODUCTION

Recall that m € F, is a quadratic residue iff there is z € F,, such that
72 = m. The first results concerning quadratic residues were stated by
Fermat.

Determining the primes p for which a particular m is a quadratic
residue is a fundamental problem, studied by Fermat, Euler, Legendre
and Gauss. The case of —1 is particularly famous:

Theorem 1.1. Let p be a prime then the equation
=1
admits a solution in I, iff p =2 or p is of the form 4k + 1.

Classically, as observed by Euler this result is the first step in proving
an a priori stronger result:

Theorem 1.2 (Euler). Let p be a prime then the equation
?+yt=p
has a solution in integers iff p =2 or p — 1 is a multiple of 4.

So there are two parts to Euler’s proof:

(1) the reciprocity step which consists of proving Theorem . This
tells us that there are a,k € N with kp = a® + 1%

(2) the descent step which consists of showing there is a mono-
tonically decreasing sequence k; € N with k;p = a? + b? that
terminates with some k; = 1.

There are myriad proofs of these theorems but the approach initiated
by Heath-Brown in [I3] has inspired many admirers if not imitators
[T1], 15 18, [7], probably The most elegant of these is probably Dolan’s
proof [6]. but see Elsholtz’s very nice account [8] of the methd in
general. In some sense this manuscript is a companion to Elsholtz’s
where, instead of looking at the number theory as combinatorics, we
work in an explicitly geometric context. As such we refer the reader to

Elsholtz for historical perspective and the like.
1
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1.1. Involutions. The Heath-Brown proof is intriguing as it appears
so different from Euler’s method in that it avoids both reciprocity and
descent. The essential ingredients in the Heath-Brown paper are a
finite set X equipped with a pair of involutions such that:

e Any fixed point of the one of the involutions, should it exist, is
a solution of the equation;

e The other involution has a unique fixed point which is easy to
compute.

The existence of the unique fixed point of the second involution allows
one to conclude that the set X has an odd number of elements and so
that any involution has a fixed point.

Esholtz in his article gives a clear account of the details of this
method, and how it can be applied more generally, in a purely combi-
natorial context. In contrast here we will give a geometric proof of the
following, compare Elsholtz [§] Theorem 3:

Theorem 1.3. Let p be a prime then:

(1) For p=8k+1 orp=8k+3 there is a solution of x* +2y* =p
1 positive integers;

(2) For p = 8k + 7 there is a solution of * — 2y* = p in positive
integers.

Both Generalov [11] and Elsholtz give proofs in the style of Zagier for
p = 8k + 3 though p = 8k + 1 resisted them. We will give an entirely
geometric proof of this result in which the quantities 2% 4 2y? appear
naturally as A-lengths (see next paragraph for a discussion), and a
“hybrid” proof of the case p = 8k + 1. Our hybrid proof is based on an
analogue of Theorem [I.1] (see the discussion in Section [2.1] for details)

as well as a simple “lifting” argument:

Lemma 1.4. Let p be a prime then —2 is a quadratic residue, iff p is
of the form 8k + 1 or 8k + 3.

The case 8k + 3 can be proven using a counting argument similar to
the one we give in Section 2] for Theorem For the case 8k + 1 we
give an explicit formula for the square root of —2 in Section

1.2. Arcs on a surface with cusps. What inspired us was the in-
sistence of V Sergesciu that one could understand quadratic forms like
22 +y? and more generally x?+my? from a geometric point of view (see
Cox’s book [5] for the classical approach). Certainly Conway [3] has
developed a geometric theory of the values of a quadratic form using
what he calls the topograph of a quadratic form (see Hatcher’s book
[12] for a complete account with back ground) but he is in the main
concerned with indefinite forms.

Our approach, like Conway’s, is based on properties of the group
I' = SL(2,Z) acting on the hyperbolic plane H. Whilst the finite
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set X employed in the variations of Heath-Brown’s method is readily
described in terms of solutions in positive integers to some equation
(see Dolan [6]) the geometric interpretation of our set X requires some
knowledge of the elementary theory of Fuchsian groups acting on H and
its ideal boundary OH which we will now sketch. The reader, unfamiliar
with the relationship between hyperbolic geometry and number theory,
should consult our appendix or better still Springborn’s articles [25], 26]
where a dictionary between geometric and number theoretic notions is
presented.

Let I' = SI.(2,Z) and recall that it admits an action on H U 0H via

a b 6Fz»—>az+b
c d ’ cz+d

The restriction of this action to H is properly discontinuous but not
free and the quotient H/I" is a non compact singular surface called the
modular surface. The T'-orbit of oo is exactly the extended rationals
QU {x}. Let G < T be a finite index subgroup, we will be concerned
with involutions of the cover H/G — H/T" and their actions on the
geodesics of the cover. Evidently H/G is non compact and has a finite
number of ends called cusps which are in 1-1 correspondence with G-
orbits of Q U {oco}. In fact I" possesses many subgroups of interest
amongst which:

e [ its commutator subgroup

e the family of principle congruence subgroups I'(NV).

e the Hecke congruence subgroups of level N denoted I'g(NN) and
their normalisers T'd (V).

In [I6] we a subset of embedded geodesics called arcs on H/T” (and
its deformations) then in [I7] we studied I'(2) and the geometry of
arcs on its quotient surface H/I'(2) to give a proof of Theorem [1.2]
We define an arc to be the image on H/G of some Poincaré geodesic
joining a pair of distinct elemements of Q U {oo}. As such an arc
is a complete geodesic on H/G with both of its ends “terminating”
at cusps, so it has infinite length, but if we only consider the portion
outside some family of sufficiently small uniform neighbors of the cusps
then this will be finite. The A-length of the arc is the exponential of half
the length of this finite portion. Whilst this definition works well for
simple arcs, since the portion of the arc outside the uniform cusp region
is connected, more care is needed if the arc is not simple: one considers
a lift & C H of the arc which is a geodesic joining ¢, g € QU {oo} and
considers the exponential of half the length of the portion outside of
the terminal horoballs tangent at the endpoints. Since Penner [19] first
defined A-length there has been much work on their applications

o Weil-Peterson volume of moduli space [19]
e cluster algebras [9].
e Conway-Coxeter frieze patterns [2].
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1.3. Counting arcs. Our approach to sums of squares in [I7] (see
Section [4] for a sketch) depended on determining the number of arcs on
a surface of A\-length p. Fortunately, the surface we were lead to study
H/T'(2) is probably the easiest surface to count arcs on.

Theorem 1.5. Let p be a prime number then the number of arcs of
A-length p on the surface H/T'(2) is 3(p — 1).

O‘.

1

FIGURE 1. The surface H/I'(2). The dotted lines are
arcs one of which is a loop of A-length 2, and the other,
which joins cusps labelled 0 and 1, has A-length 1.

The surface H/T'(2) has three cusps since the extended rationals splits
as three I'(2)-orbits
QUA{oo} =T(2){0}uT(2){1} UT(2).{o0}.

This is a manifestation of the fact that the I'(2) action preseres par-
ity. By parity we mean one of the three classes obtained by taking
the numerator and denominator of a fraction ¢ modulo 2 where, by
convention, oo = %. The proof of Theorem is basically the ob-
servation that the Poincaré geodesics of H (vertical lines) ending at
2k/p e Q, 1 <k <p-—1is aset of lifts for the arcs joining the cusps
labeled 0 and oo on H/T'(2) (see Figure [1])

From a topological point of view the arcs on H/I'(2) evidently fall
into two families:

e arcs that join distinct cusps.

e arcs with both ends terminating at the same cusp
We will refer to the second kind of arc as a loop (see Figure . Amus-
ingly one can characterise loops (algebraically) using A-length.

Lemma 1.6. An arc on H/T'(2) is a loop if and only if its A-length is
even.

Let z — —x,R? — R be the involution of the plane that sends (z,y)
to (_:Ca _y)
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1.4. Representing arcs as matrices. To give a proof of Lemma [1.6
we clearly need an algebraic characterisation of A-lengths. Computing
the A-length of an arc a on H/I'(2), or for that matter any surface H/G
for finite index G < SL(2,7Z), with respect to the canonical choice of
cusp regions is relatively simple. One considers a lift & C H of the arc.
This is a Poincaré geodesic joining a pair of distinct rationals a/c, b/d €
Q and the A-length is just the absolute value of the determinant of the

matrix
a b
c dJ-

Now Lemma is immediate, for if ¢ and % have the same parity
then reducing the matrix modulo 2 both columns are identical and so
the parity of the determinant is 0. Conversely, if the parity of the
determinant is 0 then the columns modulo 2 are linearly dependent
over Z/27., this means they have the same parity and so represent the
same cusp on H/T'(2).

In what follows we use matrices over Z, up to an equivalence rela-
tion denoted ~, to represent unoriented arcs. Explicitly for a pair of

invertible matrices
a b N a v
c d d d)-

iff {28} = {2, %} C QU {00} . We think of the matrices

crd ¢ d
1 k k1
0 p/’\p 0)°

as representing an arc joining oo to k/p but with opposite orientations.

This matrix representation will prove very convenient when later (see
Section have to check that two arcs are in the same G-orbit for
some G < SL(2,Z) and so project to the same arc on the quotient
surface H/G.

1.5. Philosophy. In some sense we adopt the same approach to (pos-
itive definite) integer quadratic forms as Sarnak [21I] and Penner in [19]
(see also [25].) Such a quadratic form is associated to an involution of
the upper half space H:

e if the form is (positive) definite then the involution is orientation
preserving, for example x? + y? is associated with z — —1/z

e if the form is indefinite then the involution is orientation revers-
ing, for example x? — 2 is associated with z — 1/z.

What will be of interest to us here is when our involution normalises
some group G and so induces an automorphism on the quotient surface
H/G. If G = I'(2) then is the case for both of the involutions above.
More generally, we will show that questions concerning the values of
the quadratic form x? +my? can be interpreted of terms of arcs on the
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surface H/T(m) where T (2) is the anti Hecke congruence group:

{2 )= (1) i) <1

This group is normalised by a Fricke involution z — —m/Zz which fixes
iv/m. For T§(2) we will work through all the calculations and the
geometry in detail.

1.6. Acknowledgements. It pleasure to thank Vlad Sergiescu and
Louis Funar for their encouragement as well as Hidetoshi Masai, Jean-
Pierre Otal and Sadayoshi Kojima for comments on various versions of
this work.

2. KLEIN FOUR GROUP AND THE BURNSIDE LEMMA

We give a proof of Theorem [1.1] using the Burnside Lemma. In
fact, this result is also known as the Cauchy-Frobenius Lemma and
should not be attributed to Burnside as it was apparently discovered
by Cauchy.

Recall that if G is a group acting on a finite set X then the Burnside
Lemma says

(1) Gllx/Gl =) |1X?|

where, as usual, X9 denotes the set of fixed points of the element g and
X /G the orbit space.
Let p # 2, X = F; and G be the group generated by the two involu-
tions
r = —Z
— 1/7.

Kl

The group G has exactly four elements namely:

the trivial element which has p — 1 fixed points

Z +— —Z which has no fixed points

T +— 1/7 has exactly two fixed points namely 1 and —1.

g : T +— —1/Z is the remaining element and the theorem is
equivalent to the existence of a fixed point for it.

Note that since F,, is a field | X9 = f§{z* = —1, 2 € F};} is either 0 or
2. Now for our choice of X and G equation yields

(2) AX/Gl = (p—1)+2+|X7].
The LHS is always divisible by 4 so the RHS is too and it follows from

this that .
X9, = 0 ¥f(p—1):2 mod 4
2 if(p—1)=0 mod4

This proves Theorem [1.1]
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2.1. Extending. Thus we have shown that —1 € [, is a quadratic
residue if p is of the form 4k + 1. It is natural to consider the other
questions considered by Fermat: namely for which values of p are —2
and —3 residues?

In fact —2 is a residue if p is 2 or of the form 8k + 1 or 8k + 3
(Lemma . Showing this in the spirit of Heath-Brown requires one
to consider a group generated by the involutions

r = -
T —2/T.
One immediately sees that things are more complicated as the second

involution has fixed points if and only if 2 is a quadratic residue whereas
T +— 1/ always had exactly two fixed points. Thus there are two cases:

e p =8k + 1 and both 2 and —2 are residues
e p =8k + 3 and —2 is a residue but 2 is not.

To prove this second assertion one must show that = +— 2/x has no
fixed point so that, by Burnside, z — —2/z has two fixed points both
of which are square roots of —2. Thus one must show that the only
solution of the associated diophantine equation

np = % — 2y2,

is the trivial solution n = z = y = 0. Now using the fact that x? — 2y?

is the norm of = +y\/§ S Z[ﬂ] which is a euclidean ring for this norm,
one reduces as Euler did to considering just the solutions of

p=a® — 2y%

Finally, one concludes by showing that if z, y are integers then 2% — 21>

never takes the value 3 mod 8.

2.2. The case p = 11. The first case of genuine interest in under-
standing z — —2/x is that of F},. Evidently, 11 = 3% + 2 x 1 so that
3 and —3 = 8 are the fixed points of the involution.

The reduction homomorphism x +— Z allows one to identify the el-
ements of F,, with the equivalence classes that constitute the quotient
Z,/pZ. 1t is usual to choose the integers 0,1,2...p—1 as representatives
for the latter, however, we shall find it convenient to work with another
set of representatives, namely the even integers 0,2,4...2p — 2. Using
the euclidean algorithm to compute z=! € Fy; we have the following
table:

x 122 (141 4 (16| 6 | 18] 8 2010

z 112134516 7]8]9110

z b [12]6 |4 [14(20] 2|8 |18|16]10
—2z- 11201014 ]16| 4 [18] 6 | 8 [12] 2
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One notes that there are two fixed points of —z + —277!

14 = 3 and 8.

namely

3. COUNTING SUMS OF SQUARES

We count solutions for the diophantine problem n = ¢? + d? in two
ways:
e Firstly by showing that solutions are naturally associated to the
I' orbit of i;
e Secondly by counting arcs of A-length n.

We extend these results to counting solutions of n = mc? + d? using
the I'-orbit of 74/m.

3.1. From solutions to '-orbits. The transformation z — z+1 gen-
erates an infinite cyclic group acting on H. The standard fundamental
domain for this group is an infinite strip, which we will refer to as the
fundamental strip, consisting of all the z € C such that the real part is
between 0 and 1.

Lemma 3.1. Let n > 2 be an integer. The number of ways of writing
n as a sum of squares

n=c*+d*
with ¢, d coprime integers is equal to the number of points of T'.{i}, the

SL(2,Z) orbit of i, in the fundamental strip such that the imaginary
part (euclidean height) is *.

Note that we are counting c? + d? and d? + ¢? as different represen-
tations of n.

Proof. Suppose there is a point w verifying the hypotheses, in particular

at+b a b
w= — , for some el.
ci+d c d
Then one has:
1 at +b Imis
3) n T (cz’+d) 2+ d*’

son = c® + d? as claimed.
Conversely if ¢, d are coprime integers such that n = ¢ + d? then
there exists a, b such that

ad—bc=1= A= (a b) erl.
c d
By applying a suitable iterate of the parabolic transformation z — 241,
if necessary one can choose w such that 0 < Rew < 1.
O
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3.2. From I'(2)-orbits to arcs. Suppose that n can be written as a
sum of squares ¢ + d? and w is the corresponding point in the fun-
damental strip then we can associate a Poincaré geodesic to w in a
natural way: we simply take the vertical line that passes through w.
This geodesic joins two points in the ideal boundary of H namely oo
and 2t ¢ Q. This geodesic projects to an arc on the surface H/I'(2)
and, using the definition above, its A-length is n.

3.3. Real part and reduction modulo n. By a similar argument as
for Lemma [3.1| one has a slightly more general result:

Lemma 3.2. Let n > 2 be an integer and m < n a square free integer.
The number of ways of writing n as a sum of squares

n =mc* + d?

with ¢, d coprime integers is equal to the number of points of T'.{i\/m}

the SL(2,7Z) orbit of ix/m, in the fundamental strip at euclidean height
vm

n °

Thus the imaginary part of w = <Zj\/‘/nizis> arises naturally in relation

to counting the number of ways of representing an integer n as mc?+d>.
Now the real part of w is

mac + bd

mc? + d?’
and it also plays and important role: it is a fraction whose denominator
is n and whose numeratoris nothing other than a square root of —m
in Z/nZ. In Section [6] we will give a converse to this result in certain
cases, showing how to “lift” a square root in Z/nZ to a solution of
mc? + d* = n.

Lemma 3.3. Let a,b,c,d,m € Z/nZ and suppose that they satisfy the
relations

(4) mce® +d> = 0
(5) ad —bc =
Then

(mac + bd)* = —m.
Proof. To prove this begin by noting that:
(mac+bd)* = (ma®)(mc?) + b*d* + 2m(abed)
m(ad — bc)? = (ma*)d® + b*(mc?) — 2m(abed) = m
and adding these:
(mac + bd)* + m = (ma®)(mc* + d*) + b*(mc® + d*) = 0.
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4. INVERSIONS AND THE PROOF OF THEOREM

We present a sketch of the geometric proof given in our previous
work with Sergiescu[l7].

Let H denote the Poincaré upper half plane and 0H its ideal bound-
ary ie R U {oo}. Recall that an inversion is an orientation reversing
isometry of H U OH. A Poincaré geodesic is either a vertical line or
a semicircle orthogonal to R. In both cases it is uniquely determined
by its endpoints in the ideal boundary. To each Poincaré geodesic is
associated a unique inversion which fixes it pointwise. The inversion
on 2z — —Z fixes 0 and oo and so the geodesic joining them. The group
of isometries acts transitively on pairs of distinct points a,b € OH and
so there is an inversion that fixes the geodesic joining a,b which is in
fact conjugate to ¢,. The inversion fixing 1, —1 is easily seen to be
Oy 2> %

Note that if a,b are coprime integers then:

e The image of { under ¢ is —% and the A-length of the geodesic
joining them is 2|ab.

e The image of § under ¢, is g and the A-length of the geodesic
joining them is |a® — b?|.

It follows from these remarks that:

Lemma 4.1. Let p > 2 be a prime then:

e There is no arc of \-length p invariant under ¢y,.
e There are exactly two arcs of \-length p invariant under ¢,;

Proof. The first part is easy because the A-length of such an arc is an
even integer. The second part follows from the fact that p factorises as

p=l(a="b)l[(a+0b),

so up to permutation and change of sign a, b are the integers %(p +1).

O

Our proof of Theorem consists in noting that the above involu-

tions normalise I'(2) and so induce involutions of the quotient surface

H/I'(2). We take X to be the set of arcs of A\-length p joining the cusps

labeled 0 and oo (see Figure and using Lemma compute the
terms in the Burnside formula:

AX/Gl = (p—1) +2+ X9,

where ¢ is the involution induced by z +— —1/z. One then concludes
that there is an arc that meets I".{i} and obtains p as a sum of squares
by Lemma |3.1

Later we will need to consider arcs invariant under the inversion
z +— m/z for m = 2,3. This is an inversion in a semi circle with
endpoints +v/m € R . If ¢ € Q then it is the endpoint of exactly one
arc is invariant under this involution and the of this arc is A-length
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la> — mb?|. For m = 2 one can show that no invariant arc has A-length
congruent to 3 or 5 mod 8.

5. CONGRUENCE SUBGROUPS

The Hecke congruence subgroup I'g(V) of level N is the subgroup of
[' = SL(2,Z) consisting of the matrices satisfying:

<OCL Z) _ ((1) T) mod N

For N = 2 this is generated by just two elements namely:

P:<(1) }) ansz(% (1)>

The product P~1(Q is an element of order 2:

PQ = (‘21 —11> |

The quotient H/T'((2) is a non-compact orbifold with two cusps, cor-
responding to the cyclic groups generated by P and (), and a single
cone point corresponding to P~Q. This orbifold admits a Klein four
group as its group of automorphisms and the quotient by this group is
a hyperbolic triangle with angles 0, 7/2, 7 /4.

1

)

1+

0
-1 Y1

FIGURE 2. On the left a fundamental domain for T%(2)
with side pairings. On the right the quotient surface
H/T%(2), the dark region is a cusp region.

The action of I'y(2) on Q U {oo} is not transitive and there are two
orbits. Now I'(2) < I'g(2) so each of these orbits is a union of I'(2)-
orbits. Since I'(2) preserves the parity of the numerator and denomi-
nator of a fraction there are exactly three I'(2) orbits corresponding to
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= 00. Now since P maps 0 to 1:

[o(2){0} =T(2){0} UT(2){1}.

In the previous section we considered the action of the involution
x +— —2/x on ;. It is natural to study the action of the correspond-
ing involution of H that is z — —2/z but unfortunately this does not
normalise I'g(2). However it does normalise the anti Hecke congruence-

group:
TE(2) = {(Z Z) _ (}k (1)) mod N} <T(2).

The Hecke congruence group and the anti Hecke group are isomorphic
and in fact z — —1/z conjugates them in I' . We can determine the
orbits of this group on Q using this conjugation and we have:

To(2){oc} =T(2){oc} UT(2){1}.
5.1. Cusp regions on H/T}(2). If G < SL(2,Z) is any finite index

subgroup then H/G inherits a the canonical system of cusp regions by
projection of the Ford circles in H (see the appendix for a discussion).

1
0

L+

e

(1+1) !

b=
=

FIGURE 3. On the left H/I'(2) with the cusp regions
inherited from the Ford circles H. On the right H/I'}(2)
with the unmodified cusp regions.

The canonical system on H/I'(2) consists of three cusp regions one
for each of the three cusps 0,1,00. The map z +— z/z + 1 fixes 0 and
normalises I'(2), so induces an automorphism, in fact an involution of
H/I'(2) which fixes the cusp labeled 0. The quotient of H/I'(2) by
the involution is naturally identified with the surface H/T;(2) inherits
a system of cusp regions from H/T'(2) via the quotient map. The
involution z — —2/z normalises I'}(2) so induces an automorphism of
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H/T%(2) which fixes the points labelled 14 i and iv/2, swaps the cusps
labelled % and % but which does not swap the cusp regions inherited
from H/I'(2). In fact a computation shows that the cusp region for &
has area 2 whilst the cusp region for % has area 1. We remedy this by
choosing a pair of cusp regions which are tangent at the fixed point of
the automorphism and which both have area v/2. To do this

e the cusp region for 1/0 shrinks by a factor of v/2
e whilst the cusp region for 0/1 expands by v/2.

The lifts of this modified pair of cusp regions to H form a family of
circles each of which, like the Ford circles, is tangent to the real line at
a rational ™ € Q. However, the diameter of the circle tangent at m/n
is no longer % as in Lemma [7.1| rather we have:

Lemma 5.1. The diameter of the circle tangent at m/n:

o V2 x 1/n% if m is even.

o 1/v/2x 1/n? if m is odd.
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FIGURE 4. Modified Farey circles
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5.2. Arcs on H/T(2). The surface has two cusps and so there are
two kind of arc

e arcs that join distinct cusps 0/1 and 1/0
e arcs that have both ends at the same either cusps 0/1 or 1/0.

It follows from Lemma 5.1}

Lemma 5.2. Arcs of the first kind, that is those which join distinct
cusps 0/1 and 1/0, have the same \-length for the inherited cusp regions
and our modified cusp regions.

Now any arc of the first kind lifts to a vertical line ending at some
rational & € Q. For each p > 2 prime the projections to H/I'{(2) of
the Poincaré geodesics oo, %’“ with £ =1,2...p — 1 are distinct arcs of
the first kind and each of these has A-length p for our choice of cusp
regions:

Corollary 5.3. If p is an odd prime then there are exactly p — 1 arcs
of \-length p.

Since our involution swaps cusps only arcs of the first kind can be
invariant for it.

Theorem 5.4. If p is a prime of the form 8k+3 then there are integers
x,y such that
p =2+ 2%

Proof. As before we consider an action of a Klein four group, that is
the automorphisms of the surface H/I'3(2), on a set X of cardinality
p — 1 namely the set of arcs of the first kind having A-length p.

Under the hypothesis the orientation reversing involutions induced
by the inversions in the circles fix no elements of X so the Burnside
formula gives:

AX/Gl = (p—1) + | X7,

where g denotes the orientation preserving involution. Now p — 1 is

congruent to 2 modulo 4 so |XY] is too and ¢ fixes an arc.
U

6. LIFTING INVOLUTIONS

In order to simplify the exposition we suppose that p is a prime and
m < p a square free integer such that p—1 is divisible by m. Note that
if m = 2 then this condition is essentially trivial.

Let G denote the set of p—1 arcs joining co and m?k where 1 < k < p.
These arcs project to pairwise distinct arcs of A-length p on the surface
H/To(m). There is a natural bijection taking an arc to the congruence
class of the denominator modulo p:

m:G — T,
mk: — mk.
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Evidently, since 7 is a bijection any map f : F, — F, lifts to a map of

G

.G

G
||
F, — T,
and an obvious question is: when does an automorphism f of IF,, lift to

an automorphism of the quotient surface?
In particular for our three involutions

_ m -
Zy—Z 2 — 2 —
z z

wish to show that each of them

(1) induces an involution of G,
(2) the map lifts the corresponding involutions on [, (see Lemma
below).
We think of this second point as extending the calculation in the pre-
vious section [3.3, The first of our involutions z — Z is easily dealt with
since —(mk) = m(—k). The third is the composition of the first and
the second, so it suffices to prove (1) and (2) for z — m/z .

6.1. Some matrix algebra. Since k and p are coprime there is a
Bezout identity, that is there are integers &/, p’ such that,

Fk+pp=1

Note that we may replace the pair &/, p’ by another pair k' +rp, p’ —rk
for any integer r and, by chosing r suitably, may assume that k" is
divisible by m. This observation allows us to define maps on G as
follows. The map z + 7 is an inversion in the half circle with end

points ++/m and is is represented by the matrix

)

The image of the arc oo, 7’“ under this map is 0,7 and we have the
equation

(6) 0 m\ (mk 1\ (mp O (P 0
1 0 p 0/ \mk 1 ko1
Consider the matrix identity
P K\ (p 0\ (1 K
" () G0

This last matrix represents the arc joining oo to k'/p and, since k'
is divisible m, this is an element of G. Thus we may define a map
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G — G that takes the arc oo, mTk to oo, %. Note further that, since
p=1 mod m,

(% b)) ersom

so this map induces a map on the arcs on the quotient surface H/I'l(m).

Theorem 6.1. Let f denote the involution on F, defined by x — ma~*
and F' the map described above then

f(mk) = F(mk).
Proof. This follows from the observation that on reducing the Bezout
identity modulo p one has
1=Kk+pp=FKk
so that & = . O

Corollary 6.2. There is an involution of G that lifts the involution
T —mz ' onF,.

Proof. The involution in question is the composition of a pair of invo-
lutions that lift. One obtains the required lift G' as the composition of
the lifts of these involutions. O

6.2. Explicit formulas for square roots in F,. In many cases one
can find a formula for the square root of a quadratic residue modulo p
and, in particular one may prove Lemma [1.4] using one such formula.
o If p =1 mod 4 then, by Wilson’s theorem (;%1)! is a square
root of —1
e If p=1 mod 4 and z is a solution of the equation X% +1 =0
then 22 + x72 =0 and (z + 271)? = +2
e If p=1 mod 12 and =z is a solution of the equation X®+1 = 0
then z° + 273 = 0 and, expanding (z4+x~1)? using the binomial
formula, one has (z +27!)? = +3
o If p=3 mod 4 and x a quadratic residue then 2% isa square
root of z.

7. APPENDIX: ELEMENTARY HYPERBOLIC GEOMETRY

Let I' = SL(2, Z) then it admits a action on H U 0H via

a b 6F2|—>az+b
c d ’ cz+d

The action decomposes into two quite different pieces:

(1) the restriction of this action to H is properly discontinuous but
not free and the quotient is a singular surface called the modular
surface H/T'

(2) the stabiliser of ¢ € H is non trivial and is generated by z
—1/z
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(3) the action on OH admits dense orbits for example the orbit of
oo is exactly QU {oo}

(4) the stabiliser of oo € OH is the infinite cyclic group generated
by z—2+1

(5) F:={z € H,Im z > 1} is invariant under the group (z — z+1)
and embeds in H/T" as a cusp region.

7.1. Ford circles, cusp regions and A-lengths. The subset of H
F ={z,Imz > 1} is a horoball in H tangent to OH at co. The image of
F under the SL(2,7Z) action consists of F' and infinitely many disjoint
discs, which we will refer to as Ford circles. Each of these discs is
tangent to the real line at some rational m/n. We adopt the convention
that F' is also a Ford circle of infinite radius. If G < SL(2,Z) is any
finite index subgroup then each Ford circle projects to a cusp region
on H/G and we call this system the canonical system of cusp regions.

F1GURE 5. Ford circles with tangent points and curva-
tures. Recall that the curvature of a euclidean circle is
the reciprocal of its radius.

The following is well known and is easily checked:

Lemma 7.1. The Ford circle tangent to the real line at m/n has Eu-
clidean diameter 1/n?.

Corollary 7.2. The A-length of the arc joining a/c,b/d € Q is the
absolute value of the determinant of the associated matrix

a b
as(t )
Proof. There exists b’ € 7Z and a matrix A" € SL(2,Z) such that the
product A’A is an upper triangular matrix:

ba (1
Ad= (O det A"
The image of a/c under the Mobius transformation associated to A’ is

oo and the image of b/d is b’/ det A. The Ford circle at oo is F' and the
diameter of the circle tangent at b’/ det A is (det A)%.
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7.2. Subgroups of I'. The principal congruence subgroup of level N

(2 2)-+(3 ) ]

Any (finite index) subgroup G < I gives rise to a cover H/G — H/I.
If g is an automorphism of H then g induces an automorphism of H/G
iff g normalises G

gGg~ ! = G.

The Hecke congruence subgroup of level N is:

To(N) = {(‘Z 2) ,c=0 mod N}

and we will also consider its normal subgroup

Fl(N):—{(Z 2),@,(1—1 mod N, ¢=10 modN}

Evidently one has
D(N) < T4(N) < To(N) 2T

and in fact I" is the normaliser of the principal congruence subgroup
but the normaliser T'¢ (N) of the Hecke group is considerably more
difficult to compute (see Conway [4] and Zemel [29]). There is however
a particular element of this normaliser that is relevant to our work,
namely the Fricke involution

= 1
f e p—
Nz

This is an elliptic element and fixes - € H. To avoid fractions in

certain of our calculations we prefer to work with what we have called
the anti-Hecke group which is normalised by a conjugate of the Fricke
involution, namely

which fixes iv/N € H.

7.3. Sheingorn and A-A-C. Consider the negative Pell’s equation:

(8) a? —py? =1,
where p is a prime of the form 4k + 1. Ankey, Artin and Chowla
conjectured that p never divides y. In 1978 Sheingorn showed that this
conjecture is equivalent to a geometric statement about the action of
the group I x (p) := ['(p) N T9(p?).

The Poincaré geodesic joining 4++/2 contains fixed points of certain
involutions of T'(1) namely the points (z + 4)/y where 22 — py? = —1.
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There are a pair of distinguished such fixed points namely (+zq +
i)/yo for zg,yo the fundamental solution of Pell’s equation. These are
fixed by the involutions

(9) o = :l:xO —YoP

—Y F%o
(I think he made a mistake in the signs this matrix has determinant 1
and should be traceless)

—13 —pys  —2xoYop
10 o= 0 0 070
(10) ( —2Toyo  —xg — PYY

he then observes that A-A-C is false for p if and only if 0 € I' * (p).
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